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#### Abstract

We give a general Tauberian gap theorem for a class of Fourier kernels which includes that of the Hankel transform $F(x)=\int_{0}^{\infty} \sqrt{x u} J_{v}(x u) f(u) d u, v \geqslant-\frac{1}{2}$. Further, we discuss applications to Fourier gap series and the differentiability of $g(x)=\sum_{n=1}^{\infty}\left(\sin \pi n^{2} x\right) / \pi n^{\mu}, 1 \leqslant \mu<3$, a series supposedly due to Riemann, studied by G. H. Hardy in 1916. © 1986 Academic Press, Inc.


## 1. Introduction

We are interested in the asymptotic behavior of the Fourier gap series

$$
\begin{gathered}
c(x)+s(x):=\sum_{k=0}^{\infty}\left(a_{k} \cos \lambda_{k} x+b_{k} \sin \lambda_{k} x\right), x \rightarrow x_{0} \\
0=\lambda_{0}<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n} \rightarrow \infty, \quad \lambda_{k+1}-\lambda_{k} \geqslant r_{0} \lambda_{k}^{\beta} L_{2}\left(\lambda_{k}\right), 0<\beta \leqslant 1, \\
r_{0}>0, L_{2} \text { slowly varying }
\end{gathered}
$$

and will show that most of the results concerning nondifferentiability of certain series are special cases of a general Tauberian gap remainder theorem. One such case is:

Suppose $\sum_{k=0}^{\infty}\left(\left|a_{k}\right|+\left|b_{k}\right|\right)<\infty$ and $L_{1}, L_{2}$ are slowly varying functions. Then the conditions

$$
\left.\begin{array}{c}
c(0)-c(x) \\
s(x)
\end{array}\right\}=O\left(x^{m} L_{1}(1 / x)\right)[\text { resp. } o(\cdots)] \text { as } x \rightarrow 0+, m>0
$$

imply that

$$
\sum_{k=n}^{\infty}\left\{\begin{array}{l}
a_{k} \\
b_{k}
\end{array}\right\}=O\left(\left(u^{\beta} L_{2}(u)\right)^{-m} L_{1}(u)\right)[\text { resp. } o(\cdots)] \text { as } u \rightarrow \infty
$$

We will show that differentiability depends strongly on the asymptotic behavior of the tail sums

$$
\sum_{k=n}^{\infty}\left(a_{k} \cos \lambda_{k} x+b_{k} \sin \lambda_{k} x\right)
$$

The particular case $\beta=1, L_{2}=1$, i.e., the case of Hadamard gaps, was completely treated by Freud [4,5], Hsieh T'ing-Fan [10], Belov [1] and the author [12]. It was indeed Professor Freud who in 1962 was the first to return to this old problem.

Smaller gaps are much more delicate to handle and often demand deep results from number theory. However, we can show that the series

$$
\sum_{n=2}^{\infty} \frac{\sin \left(\pi n^{\nu} \log ^{\rho} n x+\phi_{n}\right)}{\pi n^{\mu} \log ^{\rho} n} \quad\left(1 \leqslant \mu \leqslant v-1, \rho \in \mathbb{R} ; \mu=1, \rho>1 ; \phi_{n} \in \mathbb{R}\right)
$$

is nowhere differentiable. The best known example of this type is the socalled Riemann function

$$
g_{\mu}(x)=\sum_{n=1}^{\infty} \frac{\sin \pi n^{2} x}{\pi n^{\mu}}, \quad 1 \leqslant \mu<3
$$

Hardy [8] established the nondifferentiability of $g_{\mu}(x)$ for all irrational values of $x$ (and some rational) and $\mu<5 / 2$. Interest in this problem has been revived by contributions of Gerver [6,7], Queffelec [18], Smith [20], Neuenschwander [14], Segal [19], Mohr [13], and Itatsu [11] as well as Butzer and Stark [2]. The basic result of these contributions is that $g_{2}$ has no finite derivative at any point other than those of the form $x=$ $(2 A+1) /(2 B+1)$, where it has derivative $-1 / 2$.

In the second part of this paper we will deduce the following:

Theorem 2. The function $g_{\mu}(x)$ has a finite derivative at $x=r / s$, $(r, s)=1,0 \leqslant x \leqslant 1,3 / 2<\mu<3$, if and only if $r s \equiv 1(\bmod 2) . g_{\mu}(x)$ is nowhere differentiable if $1 \leqslant \mu \leqslant 3 / 2$.

More precisely, $g_{\mu}(x)$ cannot satisfy the condition

$$
g_{\mu}\left(\frac{r}{s}+h\right)-g_{\mu}\left(\frac{r}{s}\right)=o\left(|h|^{(\mu-1) / 2}\right) \quad \text { as } \quad h \rightarrow 0
$$

for any rational $x=r / s,(r, s)=1, r s \not \equiv 1(\bmod 2)$.

## 2. General Tauberian Theorem

Let us formulate the general gap theorem needed in a convenient form and now list the assumptions to be used. All functions are assumed to be real and measurable. We consider the transform

$$
\begin{equation*}
F(x)=\int_{0}^{\infty} k(x u) f(u) d u . \tag{2.1}
\end{equation*}
$$

Assumptions on the function $f$ :
There are constants $\alpha_{1}>\alpha \geqslant 0$ such that:
(a) $u^{\alpha} f(u) \in L^{1}(0,1)$,
(b) $f \in B V[1, \infty)$,
(c) $f(u) \rightarrow 0$ as $u \rightarrow \infty$,
(d) $f(u)=o\left(u^{-1-x}\right), 0<u \leqslant 1$.
(b) together with (c) can be replaced by:
(b*) $f \in L^{2}[1, \infty)$ and $\int_{0}^{\infty} k(x u) f(u) d u$ converges for $0<x<a$,
( $\left.c^{*}\right) f$ bounded in $[1, \infty$ ).
Assumptions on the kernel $k$ :
$\left(\mathrm{C}_{1}\right) \quad k(u)$ and $k_{1}(u):=\int_{0}^{u} k(x) d x$ are bounded in $0 \leqslant u<\infty$,
$\left(\mathrm{C}_{2}\right) \quad k(u)=O\left(u^{\alpha}\right)$ as $u \rightarrow 0+, \alpha>0$ or, in the case $\alpha=0, k(u)=$ $k(0)+O\left(u^{\alpha^{\prime}}\right)$ as $u \rightarrow 0+, k(0) \neq 0, \alpha^{\prime}>0$, and $k_{2}(u):=\int_{0}^{u} k_{1}(x) x^{-1} d x$ is bounded in $0 \leqslant u<\infty$.
$k^{M}(s)$ denotes the Mellin transform of $k(u)$ :

$$
k^{M}(s)=\int_{0}^{\infty} u^{s-1} k(u) d u,
$$

the integral being assumed to converge absolutely or conditionally. We need a further assumption:
$\left(\mathrm{C}_{3}\right) k^{M}(s) k^{M}(1-s)=1,0<\operatorname{Re} s<1$.
Then, $k$ satisfying $\left(\mathrm{C}_{1}\right),\left(\mathrm{C}_{2}\right),\left(\mathrm{C}_{3}\right)$ is a symmetric Fourier kernel and (2.1) defines a unitary transformation on $L^{2}(0, \infty)$. The following condition $\left(\mathrm{C}_{4}\right)$ is satisfied by a large number of Fourier kernels, including that of the Hankel transform for which $k(u)=\sqrt{u} J_{v}(u), v \geqslant-1 / 2$.
( $\left.\mathrm{C}_{4}\right) k^{M}(s)$ is meromorphic and has no zeros in $-\alpha_{1}<\operatorname{Re} s<1+\alpha$, $\alpha_{1}>\alpha$, and there holds uniformly in the strip as $|\operatorname{Im} s| \rightarrow \infty$

$$
1 / k^{M}(s)=O\left((1+|s|)^{-\operatorname{Re} s+1 / 2}\right) .
$$

We now introduce two classes of auxiliary functions: $F(x)$ will be dominated by $x^{m-1} L(1 / x) w(x)(x \rightarrow 0+)$, where $w$ is positive and nondecreasing such that

$$
w(x y) \leqslant w_{0} y^{b} w(x), \quad w_{0}>0, x>0, y \geqslant 1, b \geqslant 0,
$$

and $L$ slowly varying in the sense of Karamata, i.e., $L$ positive, measurable, locally bounded and

$$
L(\lambda u) / L(u) \rightarrow 1 \text { as } u \rightarrow \infty \quad \text { for every } \lambda>0
$$

The most important case is $w(x)=x^{b}, L(u)=|\log u|^{\rho}, \rho \in \mathbb{R}$.
We now come to our general Tauberian gap remainder theorem.

## Theorem 1. If

(i) $f$ and $k$ satisfy the assumptions (2.2) and $\left(\mathrm{C}_{1}\right),\left(\mathrm{C}_{2}\right),\left(\mathrm{C}_{3}\right),\left(\mathrm{C}_{4}\right)$, respectively,
(ii) for all $u \geqslant u_{0}$ there is an interval $I(u)$ with

$$
u \in I(u) \quad \text { and }|I(u)| /\left(u^{\beta} L_{2}(u)\right) \geqslant r_{0}>0, \quad 0<\beta \leqslant 1,
$$

such that $f(u)$ fullfils the following Tauberian condition in $I(u)$ :

$$
\sup _{\tilde{v}, v \in \ell(u)|\overline{\tilde{v}}-v| \leqslant r_{0} v^{\beta} L_{2}(v)}|f(\tilde{v})-f(v)| \leqslant v^{-m \beta+b(1-\beta)} L_{1}(v) L_{2}^{-m-b}(v) w(1 / v),
$$

where $0<m(0 \leqslant m$ for $\alpha>0)$ and $0<m+b<\alpha_{1}+1$,
(iii) $L_{1}$ and $L_{2}$ are slowly varying, $u^{\beta-1} L_{2}(u)$ is nonincreasing and $L_{1}$ satisfies the inequality

$$
L_{1}\left(u^{d}\right) / L_{1}(u) \leqslant K_{d_{0}}, \quad 0<1 / d_{0} \leqslant d \leqslant d_{0}, u \geqslant u_{0},
$$

for each finite $d_{0}$.
Then under the further hypothesis

$$
F(x)=\int_{0}^{\infty} k(x u) f(u) d u=O\left(x^{m-1} L_{1}(1 / x) w(x)\right) \text { as } x \rightarrow 0+
$$

it follows that

$$
f(u)=O\left(u^{-m \beta+b(1-\beta)} L_{1}(u) L_{2}^{-m-b}(u) w(1 / u)\right) \text { as } u \rightarrow \infty .
$$

Remark. The " $O$ " result can be replaced by the corresponding " $o$ " result.

The proof is to be found in [12, pp. 70-72]. However, we give an outline. First transform the integral (2.1) into the convolution form: $x \rightarrow e(-2 \pi x), u \rightarrow e(2 \pi y), e(x)=\exp (x), \phi(x)=e(2 \pi x) f(e(2 \pi x)), K(x)=$ $2 \pi k(e(-2 \pi x)), \psi(x)=F(e(-2 \pi x)), \psi(x)=(K \times \phi)(x):=\int_{-\infty}^{\infty} K(x-y) \phi(y)$ $d y$. Then define a suitable function $Q$ via $Q \times \psi(x)=(Q \times K) \times \phi(x)$ for all real $x$, and derive the important relation

$$
\begin{aligned}
|f(e(2 \pi x))| \leqslant & 4 \sup _{0 \leqslant v-y \leqslant 2 / \Omega}(f(e(2 \pi(x-y))) E(y)-f(e(2 \pi(x-v))) E(v)) \\
& +6 e(-2 \pi x)|Q \times \psi(x)|=: T_{1}+T_{2}
\end{aligned}
$$

say, where $E(y)=e\left(-\xi \Omega^{2} \cdot y^{2}\right), \xi>0$. Next one estimates the first term $T_{1}$ on the right side with the aid of the Tauberian condition

$$
\begin{aligned}
& \sup _{\left.\tilde{\tilde{r}}, y \in I(e(2 \pi x)), \hat{v}-y \mid \leqslant r_{2} e(2 \pi(\beta-1) y) L_{2} e(2 \pi y)\right)}|f(e(2 \pi \tilde{y}))-f(e(2 \pi y))| \\
& =O\left(e(-2 \pi \beta m y) e(2 \pi b(1-\beta) y) L_{2}^{-m-b}(e(2 \pi y)) L_{1}(e(2 \pi y)) w(e(-2 \pi y))\right),
\end{aligned}
$$

where $|I(e(2 \pi x))| \geqslant r e(2 \pi(\beta-1) x) \quad L_{2}(e(2 \pi x)), \quad r>0, x \geqslant x_{0}$. If $2 / \Omega \leqslant$ $\min \left(r_{2}, \delta / 8\right) e(2 \pi(\beta-1) x) L_{2}(e(2 \pi x))$, and $\xi$ is small enough, we get for some $r_{1}<1$

$$
\begin{aligned}
T_{1} \leqslant & K_{1} \sup _{\delta e(2 \pi(\beta-1) x) L_{2}(e(2 \pi x)) \leqslant 8|v| \leqslant 4 d}\left|f(e(2 \pi(x-v))) e\left(-\xi \Omega^{2} v^{2} / 2\right)\right| \\
& +r_{1}|f(e(2 \pi x))|+K_{2} e\left(-\xi \Omega^{2} d^{2} / 16\right) \\
& +\widetilde{K}_{2} e(-2 \pi \beta m x) e(2 \pi b(1-\beta) x) \\
& \times L_{2}^{-m-b}(e(2 \pi x)) L_{1}(e(2 \pi x)) w(e(-2 \pi x)),
\end{aligned}
$$

when $x \in X$, where $X$ denotes the set of all $x \geqslant x_{0}$ whose distance from both ends of $I$ is greater than $(\delta / 4) e(2 \pi(\beta-1) x) L_{2}(e(2 \pi x)), \delta=\delta(r)$. For the second term $T_{2}$ we find

$$
T_{2} \leqslant \widetilde{K}_{3} \Omega^{m+b} e(-2 \pi m x) L_{1}(e(2 \pi x)) w(e(-2 \pi x)) \text { as } x \rightarrow \infty
$$

Therefore,

$$
\begin{aligned}
|f(e(2 \pi x))| \leqslant & K_{3} \sup _{\delta e(2 \pi x(\beta-1)) L_{2}(e(2 \pi x)) \leqslant 8|v| \leqslant 4 d}\left|f(e(2 \pi(x-v))) e\left(-\xi \Omega^{2} v^{2} / 2\right)\right| \\
& +K_{4} \Omega^{m+b} e(-2 \pi m x) L_{1}(e(2 \pi x)) w(e(-2 \pi x)) .
\end{aligned}
$$

Choosing $\Omega=\Omega_{0} e(2 \pi(1-\beta) x) / L_{2}(e(2 \pi x))$ and $\Omega_{0}$ sufficiently large, the conclusion of Theorem 1 follows by iteration.

## 3. Fourier Gap Series

We now formulate some corollaries to Theorem 1. Given

$$
\begin{equation*}
g(x)=\sum_{k=0}^{\infty}\left(a_{k} \cos \lambda_{k} x+b_{k} \sin \lambda_{k} x\right)=: c(x)+s(x) \tag{3.1}
\end{equation*}
$$

where $\left\{\lambda_{k}\right\}$ increases $\left(\lambda_{0}=0\right)$ and $\lambda_{k+1}-\lambda_{k} \geqslant r_{0} L_{2}\left(\lambda_{k}\right) \lambda_{K}^{\beta}, r_{0}>0, k \geqslant k_{0}$, $0<\beta \leqslant 1$.

Corollary 1. Suppose $\sum_{k=0}^{\infty}\left(\left|\alpha_{k}\right|+\left|b_{k}\right|\right)<\infty$, and $L_{i}, w$ are given as in Theorem 1. Then the conditions

$$
\left.\begin{array}{c}
c(0)-c(x) \\
s(x)
\end{array}\right\}=O\left(x^{m} L_{1}(1 / x) w(x)\right)[\text { resp. } o(\cdots)] \text { as } x \rightarrow 0+,\left\{\begin{array}{l}
m \geqslant 0 \\
m>0
\end{array}\right.
$$

imply that

$$
\sum_{k=n}^{\infty}\left\{\begin{array}{l}
a_{k} \\
b_{k}
\end{array}\right\}=O\left(\lambda_{n}^{-m \beta+b(1-\beta)} L_{1}\left(\lambda_{n}\right) L_{2}^{-m-b}\left(\lambda_{n}\right) w\left(1 / \lambda_{n}\right)\right)
$$

[resp. o( $\cdots)$ ] as $n \rightarrow \infty$.
Proof. Put $f(u)=\sum_{k=0}^{\infty} a_{k}, u=0, f(u)=\sum_{k=n}^{\infty}\left\{\begin{array}{l}a_{k} \\ b_{k}\end{array}\right\}, \lambda_{n-1}<u \leqslant \lambda_{n}, n=1$, $2,3, \ldots$ Then $c(x), s(x)$ of (3.1) can be written as

$$
\begin{aligned}
& c(x)=-\int_{0-}^{\infty} \cos (x u) d f(u)=c(0)-x \int_{0}^{\infty} \sin (x u) f(u) d u \\
& s(x)=-\int_{0}^{\infty} \sin (x u) d f(u)=x \int_{0}^{\infty} \cos (x u) f(u) d u
\end{aligned}
$$

Note that $\sqrt{\pi u / 2} J_{-1 / 2}(u)=\cos u$ and $\sqrt{\pi u / 2} J_{1 / 2}(u)=\sin u$ are Fourier kernels and satisfy the conditions $\left(\mathrm{C}_{1}\right), \ldots,\left(\mathrm{C}_{4}\right)$. Thus we can apply Theorem 1 directly.

Differentiability in the case $\beta=1, L_{2}(u)=1$, i.e., for Hadamard gaps, was completely treated by Freud [4, 5], Hsieh T'ing-Fan [10], Belov [1], and in [12]. This result is contained in:

Corollary 2. (a) If $g(x)$ of (3.1) is differentiable in at least one point, then

$$
\lambda_{n} a_{n} \rightarrow 0, \lambda_{n} b_{n} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

(b) If

$$
\lambda_{n}\left(\alpha_{n}^{2}+b_{n}^{2}\right)^{1 / 2} \rightarrow 0 \text { as } n \rightarrow \infty,
$$

then $g(x)$ is smooth and differentiable in each interval at an infinite set of points. $g(x)$ is differentiable at those and only at those points $x$ where the series obtained by formal differentiation is convergent and the derivative of $g$ coincides with this sum.

Remark. Part (a) follows directly from Corollary 1; part (b) must be obtained independently.

Setting $b=0, \quad L_{1}(u)=L_{2}(u)=1, \quad w(x)=1$, our Corollary 1 contains another well known precise result given by Hsieh T'ing-Fan [10]:

Corollary 3. If $g(x)$ satisfies a Lipschitz condition of order $m, m>0$, at $x_{0}$, then it follows that

$$
a_{n}, b_{n}=O\left(\lambda_{n}^{-m \beta}\right) \text { as } n \rightarrow \infty .
$$

If $g(x)$ is differentiable at $x_{0}$, then

$$
a_{n}, b_{n}=o\left(\lambda_{n}^{-\beta}\right) \text { as } n \rightarrow \infty .
$$

Remark. Hardy [9] and Hsieh T'ing-Fan [10] establish slightly more: E.g., the series $\sum_{n=1}^{\infty}\left(\sin \pi n^{2} x\right) / \pi n$ is divergent for certain irrational $x$ and nowhere differentiable.

Example. The function

$$
g(x)=\sum_{n=1}^{\alpha} \frac{\sin \left(e\left(n^{v}\right) x+\phi_{n}\right)}{e\left(n^{v}\right) n^{\mu-1}} \quad\left(0<v \leqslant 1, \mu \leqslant v, \phi_{n} \in \mathbb{R}\right)
$$

is nowhere differentiable.
Here $m=\beta=1$ and $L_{2}(u)=\log ^{(\nu-1) / v} u, w(x)=1$. We may assume without loss of generality that $g^{\prime}\left(x_{0}\right)=0$. It follows that

$$
n^{1-\mu} / e\left(n^{v}\right)=o\left(n^{1-v} / e\left(n^{v}\right)\right) \text { as } n \rightarrow \infty .
$$

This contradiction establishes the result.
Note that Prohorenko [17] showed the nondifferentiability of this $g(x)$ for almost all real $x$ where $v \geqslant 1 / 2, \mu \leqslant 3 / 2$.

## 4. Further Applications

Next, we study the special sequence $\left\{\lambda_{k}\right\}, \lambda_{k}=k^{v} \log ^{\rho} k, k \geqslant k_{0}, v>1$, $\rho \in \mathbb{R}$. Then,

$$
\lambda_{k+1}-\lambda_{k} \geqslant c_{1} \lambda_{k}^{1+1 / v} \log ^{\rho / v} \lambda_{k}, \quad c_{1}>0 .
$$

Put $L_{2}(u)=\log ^{\rho / v} u, b=0, w(x)=1, \beta=1-1 / v, m>0$. In this regard we obtain:

Corollary 4. Under the hypothesis

$$
g(x)-g\left(x_{0}\right)=O\left(\left|x-x_{0}\right|^{m} L_{1}\left(1 /\left|x-x_{0}\right|\right)\right)[\text { resp. } o(\cdots)]
$$

as $x \rightarrow x_{0}$ it follows that

$$
\begin{aligned}
\sigma_{n}\left(x_{0}\right): & =\sum_{k=n}^{\infty} a_{k}\left\{\begin{array}{c}
\cos \lambda_{k} x_{0} \\
-\sin \lambda_{k} x_{0}
\end{array}\right\}+b_{k}\left\{\begin{array}{l}
\sin \lambda_{k} x_{0} \\
\cos \lambda_{k} x_{0}
\end{array}\right\} \\
& =O\left(n^{(1-v) m} L_{1}(n) \log ^{-\rho m} n\right)[\operatorname{resp} . o(\cdots)] \text { as } n \rightarrow \infty
\end{aligned}
$$

Proof. By Corollary 1 one has

$$
\begin{gathered}
\sigma\left(x_{0}\right)=O\left(\lambda_{n}^{-m(1-1 / v)} L_{1}\left(\lambda_{n}\right) \log ^{-\rho m / v} \lambda_{n}\right) \text { as } n \rightarrow \infty, \\
\lambda_{n}^{-m(1-1 / v)} \log ^{-\rho m / v} \lambda_{n}=O\left(n^{(1-v) m} \log ^{\rho m(1-v) / v} n \log ^{-\rho m / v} n\right) .
\end{gathered}
$$

Example. The function

$$
g(x)=\sum_{n=2}^{\infty} \frac{\sin \left(\pi x n^{v} \log ^{\rho} n+\phi_{n}\right)}{\pi n^{v-1} \log ^{\rho} n}
$$

for $v>2$ or $\rho>1$ if $v=2$ is continuous but nowhere differentiable. So series having all relevant types of gaps are covered by the various corollaries of the general theorem.

## 5. Riemann's Function

We now focus our attention to the special gap series

$$
\begin{equation*}
g_{\mu}(x)=\sum_{n=1}^{\infty} \frac{\sin \pi n^{2} x}{\pi n^{\mu}}, \quad 1 \leqslant \mu<3 \tag{5.1}
\end{equation*}
$$

A recent informative report by Butzer and Stark [2] sheds new light on the fascinating history of this function. As is mentioned in the articles of Neuenschwander [14] and Segal [19], it was Hardy [8] who took up this example of a "nondifferentiable" function and proved that $g_{2}$ has no finite derivative at any point $x$, where $x$ is either irrational or rational of the form $2 A /(4 B+1)$ or $(2 A+1) /(2 B)$, and more generally that $g_{\mu}$ is nondifferentiable at any irrational value of $x$ if $\mu<5 / 2$.

Hardy's proof depends substantiaily on results by himself and Littlewood in a paper on Diophantine Approximation published in 1914 [9]. They present a detailed investigation of special elliptic $\theta$-functions and of the corresponding trigonometrical series. We recall a fundamental property of Gaussian sums [9, p. 195], namely

$$
\begin{align*}
S_{2 s}(r / s)=\sum_{k \bmod 2 s} e^{i \pi k^{2} r / s} & =( \pm 1 \pm i) \sqrt{2 s}, & & \frac{r}{s}=\frac{2 A+1}{2 B}(A, B \text { integers }) \\
& = \pm 2 \sqrt{s}, & & r / s=2 A /(4 B+1) \\
& = \pm 2 i \sqrt{s}, & & r / s=2 A /(4 B+3)  \tag{5.2}\\
& =0, & & \frac{r}{s}=\frac{2 A+1}{2 B+1} .
\end{align*}
$$

This property is the key to the differentiability of $g_{\mu}$.
Gerver [6,7] in two lengthy papers, Queffelec [18] in his thesis, and Smith [20] in a short and elegant manner show that $g_{2}$ has no finite derivative at any rational point other than those of the form $x=(2 A+1)$ / $(2 B+1), A, B$ integers. Later, Mohr [13] and Itatsu [11] published other nice proofs of this result.

Unfortunately, Smith's article contains some mistakes, and one of them seems to be rather serious. Indeed, the integral obtained by a transformation in the proof of Lemma 2 [20] diverges, and on p. 466 the relation (10) is to be replaced by

$$
f\left(x \pm h^{2}\right)=f(x)-2^{1 / 2}[S(x) \mp C(x)] h / s+O\left(h^{3} s^{3 / 2}\right) .
$$

Therefore, the paragraph "Derivates at other points" (i.e., the irrational points) seems to be erroneous since

$$
\left(x_{n}-x\right)^{1 / 2}\left(4 q_{n}+1\right) \rightarrow \infty \text { as } n \rightarrow \infty
$$

More precisely, his $h \cdot s$ does not tend to zero and so neither do the remainder terms at irrational values of $x$ which are poorly approximated by rational $x_{n}$.

We cannot handle the case where $x$ is irrational by our methods either, because Corollary 4 applies only to rational points without further explanations. Thus, one must go back to Hardy's original proof, which utilizes elliptic $\theta$-function theory. No other proof seems to be known up to this day. In this context Segal's remark (cf. [19, p. 81]): "In any case, no proof utilizing elliptic functions (or even indicating their relevance) is known" is somewhat surprising. We have a further

Corollary 5. Let $x_{0}=r / s, s>0,(r, s)=1,1<\mu \leqslant 2$. If $g_{\mu}(x)$ of (5.1) is differentiable at the point $r / s$, then

$$
S_{2 s}(r / s)=\sum_{k=1}^{2 s} e\left(i \pi k^{2} r / s\right)=0
$$

Proof. Assume that $\sum_{k=1}^{2 s} e\left(i \pi k^{2} r / s\right)=a+i b \neq 0$, and $g^{\prime}\left(x_{0}\right)$ exists. By Corollary 4 we conclude

$$
\sum_{k=n}^{\infty} e\left(i \pi k^{2} r / s\right) / k^{\mu}=o(1 / n) \text { as } n \rightarrow \infty
$$

But the tail sum has the asymptotic behavior

$$
\begin{aligned}
& \sum_{k=}^{\infty} e\left(i \pi k^{2} r / s\right) / k^{\mu}=\sum_{t=1}^{2 s} \sum_{k=M}^{\infty} e\left(i \pi t^{2} r / s\right) /(2 k s+t)^{\mu} \\
= & c_{2}(a+i b) /(2 M s+1)^{\mu-1}+O\left(1 /(2 M s+1)^{\mu}\right) \text { as } M \rightarrow \infty, c_{2}>0 .
\end{aligned}
$$

This leads to a contradiction. Thus Tauberian theorems yield necessary conditions for differentiability.

In the same way we can generalize the Tauberian implication of a theorem due to Queffelec [18]. We consider a real function $P$, where $P$ is positive, nondecreasing and

$$
P(u) \sim c_{3} u^{v} \text { if } u \geqslant u_{0}, \quad v>1,
$$

for which further there exists a positive integer $t$ with

$$
P(n+t) x_{0} \equiv P(n) x_{0}(\bmod 2), \quad n \geqslant n_{0} .
$$

Indeed, if the series

$$
g_{P, \kappa}(x):=\sum_{n=1}^{\infty} \frac{\sin (\pi P(n) x)}{\pi P(n)^{\kappa}}, \quad \kappa \leqslant 1
$$

is differentiable at $x_{0}$, then

$$
\begin{equation*}
\sum_{n=1}^{2 t} e\left(i \pi P(n) x_{0}\right)=0 \tag{5.3}
\end{equation*}
$$

The Abelian assertion, namely that (5.3) is also sufficient for the differentiability of $g_{P, 1}$ at the point $x_{0}$, was announced by Gerver [7] and Queffelec [18]. The relevance of (generalized) Gaussian sums in all proofs, whether of Tauberian or Abelian type, is quite evident.

## 6. Riemann's Function, Continued

In this paragraph we want to study the degree of differentiability of the example

$$
g(x)=\sum_{n=1}^{\infty} \frac{\sin \pi n^{2} x}{\pi n^{\mu}}, \quad 1<\mu<3 .
$$

By generalizing the method of Smith [20] we will show that

$$
\sum_{n=1}^{\infty} \frac{\sin \pi n^{v} x}{\pi n^{v-1 / 2}}
$$

has no finite derivative at any rational $x_{0}=r / s$. Therefore,

$$
g_{3 / 2}(x)=\sum_{n=1}^{\infty} \frac{\sin \pi n^{2} x}{\pi n^{3 / 2}}
$$

is nowhere differentiable by taking into account Hardy's result for the irrational $x_{0}$. We will use the Smith technique because we are unable to prove or disprove the following assertions:

Define

$$
f_{\mu}(x)=\sum_{n=1}^{\infty} \frac{\sin \left(\pi n^{v} x+\phi_{n}\right)}{\pi n^{\mu}}, \quad \mu, v>1 .
$$

Then the (non)differentiability of $f_{\mu}$ at the point $x$ implies the (non)existence of $f_{\mu_{1}}^{\prime}(x), \mu_{1}>\mu\left(\mu_{1}<\mu\right)$.
Several lemmas will be needed. For the first see Oberhettinger [15, p. 23, 136].

Lemma 1. For $-1<\mu<3, \mu \neq 1$ one has

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu}} \cos (2 \pi x y) d x \\
& \quad=-\left(\frac{\pi}{2}\right)^{(\mu-1) / 2} \Gamma\left(\frac{1-\mu}{2}\right) \operatorname{Im}\left\{e\left(-\frac{\pi}{4}(1-\mu) i\right){ }_{1} F_{1}\left(\frac{1-\mu}{2} ; \frac{1}{2} ; i \pi y^{2}\right)\right\} \\
& \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu}} \sin (2 \pi x y) d x \\
& \quad=-y \pi^{\mu / 2} \Gamma\left(\frac{2-\mu}{2}\right) \operatorname{Im}\left\{e\left(-\frac{\pi}{4}(2+\mu) i\right)_{1} F_{1}\left(\frac{2-\mu}{2} ; \frac{3}{2} ;-i \pi y^{2}\right)\right\}
\end{aligned}
$$

Lemma 2. For $|y| \rightarrow \infty$ one has

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu}} \cos (2 \pi x y) d x \\
& =\frac{\mu-2}{4} \Gamma\left(\frac{3-\mu}{2}\right) \pi^{\mu-3 / 2}|y|^{\mu-3} / \Gamma\left(\frac{\mu}{2}\right) \\
& \quad-\frac{1}{2}|y|^{-\mu} \sin \left(\pi\left(y^{2}-\frac{1}{4}\right)\right)+O\left(|y|^{\mu-4}+|y|^{-\mu-1}\right) \\
& \begin{aligned}
& \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu}} \sin (2 \pi x y) d x \\
&= \frac{\mu-1}{4} \Gamma\left(\frac{4-\mu}{2}\right) \pi^{\mu-3 / 2} \operatorname{sgn} y|y|^{\mu-3} / \Gamma\left(\frac{1+\mu}{2}\right) \\
& \quad \frac{1}{2} \operatorname{sgn} y|y|^{-\mu} \sin \left(\pi\left(y^{2}+\frac{1}{4}\right)\right)+O\left(|y|^{\mu-4}+|y|^{-\mu-1}\right)
\end{aligned}
\end{aligned}
$$

Proof. For fixed values $a, c$ and as $|z| \rightarrow \infty$ (see [16, p. 256])

$$
\begin{aligned}
{ }_{1} F_{1}(a ; c ; z)= & \frac{\Gamma(a)}{\Gamma(c-a)} e( \pm i \pi a) z^{-a}\left(1+a(c-a-1) / z+O\left(1 /|z|^{2}\right)\right) \\
& +\frac{\Gamma(c)}{\Gamma(a)} e(z) z^{a-c}\left(1+(1-a)(c-a) / z+O\left(1 /|z|^{2}\right)\right)
\end{aligned}
$$

where the sign is taken as positive or negative according as $\operatorname{Im} z>0$ or $\operatorname{Im} z<0,-\pi<\arg z<\pi$. The conclusion of Lemma 2 follows by the aid of Lemma 1.

An elementary but tedious proof can also be given by the method of the stationary phase as in Olver [16, p.96-104]. Indeed, without loss of generality we may assume $0<\mu<1$. Then consider the integrals

$$
I_{ \pm}=\int_{0}^{\infty} \frac{e\left(i \pi\left(u^{2} \pm 2 u y\right)\right)}{u^{\mu}} d u \text { as } y \rightarrow \infty .
$$

Substituting $t=(u / y)^{1-\mu}, \pi y^{2}=x, 1 /(1-\mu)=\alpha$, yields

$$
I_{ \pm}=\alpha y^{1 / \alpha} \int_{0}^{\infty} e(\operatorname{ixp}(t)) d t, p(t):=t^{2 \alpha} \pm 2 t^{\alpha}
$$

To evaluate $I_{+}$we apply Theorem 13.1 [16] twice and obtain two terms of the asymptotic expansion (as $y \rightarrow \infty$ ) in the form

$$
I_{+}=e(i \pi(1-\mu) / 2) \Gamma(1-\mu)(2 \pi y)^{\mu-1}\left(1+(2-\mu)(1-\mu) /\left(4 i \pi y^{2}\right)+\cdots\right)
$$

It is more complicated to estimate $I_{-}$since $p^{\prime}(t)$ vanishes at $t=0$ and $t=1$. We split $I_{-}$into three integrals and find

$$
\begin{aligned}
I_{-}= & e(-i \pi(1-\mu) / 2) \Gamma(1-\mu)(2 \pi y)^{\mu-1}\left(1-(2-\mu)(1-\mu) /\left(4 i \pi y^{2}\right)+\cdots\right) \\
& +y^{-\mu} e\left(i \pi\left(\frac{1}{4}-y^{2}\right)\right)+\cdots, \text { as } y \rightarrow \infty .
\end{aligned}
$$

Lemma 3. Define

$$
\phi_{1}=\frac{\sin \pi x}{\pi|x|^{\mu / 2}}, x \neq 0, \quad \phi_{2}=\frac{1-\cos \pi x}{\pi|x|^{\mu / 2}}, \quad x \neq 0, \phi_{2}(0)=0,1<\mu<3 .
$$

Then the Fourier transform $h$ of $\phi_{1}\left(x^{2}\right)+i \phi_{2}\left(x^{2}\right)$ has the expansion for $|y| \rightarrow \infty\left(\psi_{j}(x):=\phi_{j}\left(x^{2}\right), j=1,2\right)$

$$
\begin{aligned}
h(y)= & \hat{\psi_{1}(y)+i \hat{\psi_{2}}(y):=\int_{-\infty}^{\infty} \frac{e\left(i \pi x^{2}\right)-1}{i \pi|x|^{\mu}} e(-2 \pi i x y) d x}= \\
= & \frac{e\left(-i \pi\left(y^{2}-1 / 4\right)\right)}{i \pi|y|^{\mu}}+\frac{\mu-2}{2} \Gamma\left(\frac{3-\mu}{2}\right) \pi^{\mu-5 / 2}|y|^{\mu-3} / \Gamma\left(\frac{\mu}{2}\right) \\
& +O\left(y^{-2}+|y|^{\mu-4}\right) . \\
h(0)= & \frac{1}{i} \Gamma\left(\frac{1-\mu}{2}\right) \pi^{(\mu-3) / 2} e(i \pi(1-\mu) / 4) .
\end{aligned}
$$

## Proof. Using Lemma 2,

$$
\begin{gathered}
\int_{-\infty}^{\infty} \frac{e\left(i \pi x^{2}\right)-1}{i \pi|x|^{\mu}}(\cos (2 \pi x y)-i \sin (2 \pi x y)) d x \\
=\frac{2}{i \pi} \int_{0}^{\infty} \frac{\cos \left(\pi x^{2}\right)-1}{x^{\mu}} \cos (2 \pi x y) d x \\
\quad+\frac{2}{\pi} \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu}} \cos (2 \pi x y) d x
\end{gathered}
$$

Integrating the first term on the right by parts gives for $y \neq 0$

$$
\begin{aligned}
\int_{0}^{\infty} & \frac{\cos \left(\pi x^{2}\right)-1}{x^{\mu}} \cos (2 \pi x y) d x \\
& =\frac{\mu}{2 \pi y} \int_{0}^{\infty} \frac{\cos \left(\pi x^{2}\right)-1}{x^{\mu+1}} \sin (2 \pi x y) d x+\frac{1}{y} \int_{0}^{\infty} \frac{\sin \pi x^{2}}{x^{\mu-1}} \sin (2 \pi x y) d x \\
= & \frac{1}{4} \pi^{\mu-5 / 2}(\mu-2) \Gamma\left(\frac{5-\mu}{2}\right)|y|^{\mu-5} / \Gamma\left(\frac{\mu}{2}\right) \\
& \quad+\frac{1}{2}|y|^{-\mu} \cos \left(\pi\left(y^{2}-1 / 4\right)\right)+O\left(y^{-2}+|y|^{\mu-6}\right) \text { as }|y| \rightarrow \infty .
\end{aligned}
$$

The result for $\mu=2$ remains valid without the second term and can be obtained in an elementary way.

Now we shall make use of Lemma 1 in [20] to obtain an estimate of

$$
\begin{equation*}
Q_{i}(\alpha):=\sum_{k=-\infty}^{\infty} h \psi_{i}(h k+h \alpha) \text { as } h \rightarrow 0+, \quad i=1,2 \tag{6.1}
\end{equation*}
$$

It will depend on the Poisson summation formula. Here we need (see [20]):

Lemma 4. If $\psi \in C(\mathbb{R}), \quad \psi(x)=O\left(|x|^{-\mu}\right)$ as $|x| \rightarrow \infty, \quad \mu>1$, and $|\hat{\psi}(y)||y|^{\beta} \leqslant K, \beta>1$, it follows that $Q(\alpha)=\hat{\psi}(0)+O\left(h^{\beta}\right)$ as $h \rightarrow 0+$ for any real $\alpha$.

Lemma 5. There hold the estimates

$$
\begin{aligned}
& \sum_{\substack{k=-\infty \\
\{h k+h \alpha \neq 0}}^{\infty}\left(h \psi_{1}(h k+h \alpha)+i h \psi_{2}(h k+h \alpha)\right) \\
& =h(0)+c_{4}(\alpha) h^{3-\mu}+\frac{2}{i} h^{\mu} \sum_{k=1}^{\infty} \frac{\cos 2 \pi k \alpha}{\pi k^{\mu}} e\left(i \pi\left(\frac{1}{4}-\left(\frac{k}{h}\right)^{2}\right)\right) \\
& \quad+O\left(h^{2}+h^{4-\mu}\right) \quad\left(1<\mu<3, c_{4}(\alpha) \in \mathbb{R} ; h \rightarrow 0+\right) .
\end{aligned}
$$

Proof. In the case $1<\mu \leqslant 2$ Lemma 4 is directly applicable, in the case $2<\mu<3$ only to the function $\psi_{2}$.

To estimate $\sum_{k=-\infty}^{\infty} h \psi_{1}(h k+h \alpha)$ we introduce the function $H(x):=|x|^{2-\mu} /\left(1+x^{2}\right)$ having the same asymptotic behavior as $\psi_{1}$ in the neighborhood of the origin. We find (see [15, p. 5])

$$
\begin{aligned}
I & =\int_{0}^{\infty} x^{2-\mu} \frac{\cos 2 \pi x y}{1+x^{2}} d x \\
& =\int_{0}^{\infty} x^{2-\mu} \cos 2 \pi x y d x-\int_{0}^{\infty} x^{4-\mu} \frac{\cos 2 \pi x y}{1+x^{2}} d x=: I_{1}-I_{2}, \\
I_{1} & =\frac{\mu-2}{4} \pi^{\mu-5 / 2} \Gamma\left(\frac{3-\mu}{2}\right)|y|^{\mu-3} / \Gamma\left(\frac{\mu}{2}\right) .
\end{aligned}
$$

Integrating by parts we obtain

$$
\begin{aligned}
I_{2} & =\frac{1}{2 \pi y}\left(-(4-\mu) \int_{0}^{\infty} x^{3-\mu} \frac{\sin 2 \pi x y}{1+x^{2}} d x+2 \int_{0}^{\infty} x^{5-\mu} \frac{\sin 2 \pi x y}{\left(1+x^{2}\right)^{2}} d x\right) \\
& =\frac{1}{4 \pi^{2} y^{2}}\left(-(4-\mu)(3-\mu) \int_{0}^{\infty} x^{2-\mu} \frac{\cos 2 \pi x y}{1+x^{2}} d x+O\left(y^{-2}\right)\right) .
\end{aligned}
$$

These estimates yield

$$
I=I_{1}\left(1+(4-\mu)(3-\mu) /\left(4 \pi^{2} y^{2}\right)+O\left(y^{-3}\right)\right) \text { as }|y| \rightarrow \infty .
$$

Now we can apply Lemma 4 to $\psi_{1}-H$, but we must first find the asymptotic expansion of $\sum_{k=-\infty}^{\infty} h H(h k+h \alpha), 0<\alpha<1$. For this purpose we proceed as in [3, pp. 153-163]. Choose a contour $C_{N, \theta}$ symmetric about the real axis, consisting of a segment of the line $\operatorname{Re} t=N+1 / 2+\alpha$ and two curves $C_{N, \theta}^{+}$and $C_{\bar{N}, \theta}^{-}$. The curve $C_{N, \theta}^{+}$is a part of a curve $C_{\theta}^{+}$, going from the point $t=\theta$ to infinity in the upper half-plane, and meeting each line $\operatorname{Re} t=A, A>\theta$, exactly once. The curve $C_{N, \theta}^{-}$is symmetric to $C_{N, \theta}^{+}$in the real axis.

Consider now the integral

$$
I_{N, \theta}=\frac{1}{2 i} \oint_{C_{N, \theta}} t^{2-\mu} \frac{\cot \pi(t-\alpha)}{z^{2}+t^{2}} d t, \quad 0<\theta<\alpha
$$

Passing to the limit as $N \rightarrow \infty$, we obtain

$$
\begin{align*}
I_{\theta}= & \sum_{k=0}^{\infty}(\alpha+k)^{2-\mu} /\left(z^{2}+(k+\alpha)^{2}\right)=\int_{\theta}^{\infty} t^{2-\mu} /\left(t^{2}+z^{2}\right) d t \\
& +\int_{C_{\theta}^{+}} t^{2-\mu} /\left[\left(z^{2}+t^{2}\right)(e(-2 \pi i(t-\alpha))-1)\right] d t \\
& +\int_{C_{\theta}^{-}} t^{2-\mu} /\left[\left(z^{2}+t^{2}\right)(e(2 \pi i(t-\alpha))-1)\right] d t \\
= & \int_{\theta}^{\infty} t^{2-\mu} /\left(z^{2}+t^{2}\right) d t+d_{0}(\theta) / z^{2}-d_{1}(\theta) / z^{4}+-\cdots \tag{6.2}
\end{align*}
$$

where

$$
d_{k}(\theta)=\int_{C_{\theta}^{+}} \frac{t^{2 k+2-\mu}}{e(-2 \pi i(t-\alpha))-1} d t+\int_{C_{\theta}^{-}} \frac{t^{2 k+2-\mu}}{e(2 \pi i(t-\alpha))-1} d t
$$

if we expand the sum of the last two integrals in (6.2) in an asymptotic series in powers of $1 / z^{2}$ and integrate term by term. We take $\theta=0$ and evaluate the principal term. Thus,

$$
\sum_{k=-\infty}^{\infty} h H(h k+h \alpha)=\pi / \cos \left(\frac{2-\mu}{2} \pi\right)+c_{5}(\alpha) h^{3-\mu}+O\left(h^{5-\mu}\right)
$$

and similarly

$$
\sum_{k=1}^{\infty} h H(h k)=\left(\frac{\pi}{2}\right) / \cos \left(\frac{2-\mu}{2} \pi\right)+c_{5}(0) h^{3-\mu}+O\left(h^{5-\mu}\right) \text { as } h \rightarrow 0+
$$

This will finally lead to the proof of our second main theorem:
Proof of Theorem 2. For $\mu=1$ and $\mu=2$ the result is given by Hsieh T'ing-Fan [10] and Smith [20]. In the other cases we proceed as in [20]. Indeed,

$$
\begin{aligned}
\left(g\left(x+h^{2}\right)+g\left(x-h^{2}\right)\right) / 2 & =\sum_{n=1}^{\infty} \frac{\sin \pi n^{2} x}{\pi n^{\mu}} \cos \pi n^{2} h^{2} \\
& =g(x)-\frac{h^{\mu}}{2} \sum_{n=-\infty}^{\infty} \sin \left(\pi n^{2} x\right) \psi_{2}(n h)
\end{aligned}
$$

Writing $n=2 k s+t, \quad 0 \leqslant t \leqslant 2 s-1$, then $\sin \left(\pi(2 k s+t)^{2} r / s\right)=\sin \left(\pi t^{2} r / s\right)$, and by Lemma 5

$$
\begin{aligned}
(g(x+ & \left.\left.h^{2}\right)+g\left(x-h^{2}\right)\right) / 2 \\
= & g(x)-\frac{h^{\mu-1}}{4 s} \sum_{t=0}^{2 s-1} \sin \pi t^{2} x \sum_{n=-\infty}^{\infty} 2 s h \psi_{2}(2 k s h+t h) \\
= & g(x)-\frac{h^{\mu-1}}{4 s} \sum_{t=0}^{2 s-1} \sin \left(\pi t^{2} r / s\right) \cdot\left\{\hat{\psi_{2}}(0)\right. \\
& -2(2 s h)^{\mu} \sum_{k=1}^{\infty} \frac{\cos (\pi k t / s)}{\pi k^{\mu}} \cos \left(\pi\left(\left(\frac{k}{2 s h}\right)^{2}-\frac{1}{4}\right)\right) \\
& \left.+O\left((s h)^{2}+(s h)^{4-\mu}\right)\right\}
\end{aligned}
$$

Similarly, as $h \rightarrow 0+$,

$$
\begin{aligned}
(g(x+ & \left.\left.h^{2}\right)-g\left(x-h^{2}\right)\right) / 2 \\
= & \sum_{n=1}^{\infty} \frac{\cos \pi n^{2} x}{\pi n^{\mu}} \sin \pi n^{2} h^{2} \\
= & \frac{h^{\mu-1}}{4 s} \sum_{t=0}^{2 s-1} \cos \left(\pi t^{2} r / s\right) \sum_{\substack{k=-\infty \\
2 k s+t \neq 0}}^{\infty} 2 s h \psi_{1}(2 s k h+t h) \\
= & \frac{h^{\mu-1}}{4 s} \sum_{t=0}^{2 s-1} \cos \left(\pi t^{2} r / s\right) \cdot\left\{\hat{\psi_{1}}(0)+c_{4}(t)(2 h s)^{3-\mu}\right. \\
& +2(2 s h)^{\mu} \sum_{k=1}^{\infty} \frac{\cos (\pi k t / s)}{\pi k^{\mu}} \sin \left(\pi\left(\frac{1}{4}-\left(\frac{k}{2 s h}\right)^{2}\right)\right) \\
& \left.+O\left((s h)^{2}+(s h)^{4-\mu}\right)\right\} .
\end{aligned}
$$

But $\sum_{t=0}^{2 s-1} e\left(i \pi t^{2} r / s\right)=0$ if and only if $r s \equiv 1(\bmod 2)$, (cf. (5.1)). Thus, for $3 / 2<\mu<3$,

$$
\lim _{h^{2} \rightarrow 0}\left(g\left(x+h^{2}\right)+g\left(x-h^{2}\right)-2 g(x)\right) / h^{2}=0,
$$

and the symmetric derivative $\lim _{h^{2} \rightarrow 0}\left(g\left(x+h^{2}\right)-g\left(x-h^{2}\right)\right) / h^{2}$ exists if and only if $x=(2 A+1) /(2 B+1), A, B$ integers.

To treat the case $3 / 2 \geqslant \mu>1, r \equiv 1(\bmod 2)$, consider

$$
\begin{aligned}
\chi(h) & :=\sum_{t=0}^{2 s-1} \cos \left(\pi t^{2} r / s\right) \sum_{k=1}^{\infty} \frac{\cos (\pi k t / s)}{k^{\mu}} \sin \left(\pi\left(\left(\frac{k}{2 s h}\right)^{2}-\frac{1}{4}\right)\right) \\
& =\sum_{k=1}^{\infty}\left(d_{k} / k^{\mu}\right) \sin \left(\pi\left(\left(\frac{k}{2 s h}\right)^{2}-\frac{1}{4}\right)\right), \\
d_{k} & :=\sum_{t=0}^{2 s-1} \cos \pi t^{2} \frac{r}{s} \cos \pi k \frac{t}{s} .
\end{aligned}
$$

It is easy to verify that

$$
d_{k}=0 \quad \text { for } k \text { even, } \quad d_{k}=d_{2, \pm k}, \quad \sum_{k=1}^{2 s} d_{k}=2 s .
$$

We put $(2 s h)^{-2}=u$. Then $\sum_{k=1}^{N}\left(d_{k} / k^{\mu}\right) \sin \left(\pi\left(k^{2} u-\frac{1}{4}\right)\right)$ converges absolutely and uniformly as $N \rightarrow \infty$ to the continuous, nonconstant, 2periodic function $\tilde{\chi}(u)$. Thus, using the uniqueness theorem for Fourier series, $\lim _{u \rightarrow \infty} \tilde{\chi}(u)$ does not exist, and therefore the same holds for the symmetric derivative at $x=r / s$. For the other points see Corollary 5 .

Similar arguments hold for the almost periodic function

$$
\sum_{k=1}^{\infty}\left(d_{k} / k^{\mu}\right) \sin \left(\pi\left(\lambda_{k} u-\lambda_{0}\right)\right)
$$

which occurs in the following section.

## 7. The Case of More General Gaps

Finally, we want to give some hints on how to handle the case

$$
g(x)=\sum_{n=1}^{\infty} \frac{\sin \pi n^{v} x}{\pi n^{v-1 / 2}}, \quad v \geqslant 2, v \in \mathbb{N} .
$$

To carry over the method of Hardy (and Littlewood) [8,9] and to show that $g(x)$ has no finite derivative for any irrational $x$ seems to be very difficult. To the best of our knowledge no further results are known.

However, the nondifferentiability at rational values of $x$ can be settled as in Section 6. Indeed, to evaluate

$$
\left(g\left(x+h^{v}\right)+g\left(x-h^{v}\right)-2 g(x)\right) / h^{v},
$$

we must study the asymptotic behavior of

$$
\int_{0}^{\infty} \frac{\cos \left(\pi x^{\nu}\right)-1}{\pi x^{\nu-1 / 2}} \cos (2 \pi x y) d x \text { as } y \rightarrow \infty .
$$

This leads after integrating by parts to the integral

$$
\int_{0}^{\infty} \frac{\sin \pi x^{v}}{\pi x^{1 / 2}} \sin (2 \pi x y) d x .
$$

If we apply the saddlepoint method to $H(y):=\int_{0}^{\infty} x^{y} e\left(-x^{y}\right) e(x y) d x$ as in [ 3 , p. 141], we find the crucial asymptotic estimate

$$
\int_{0}^{\infty} \frac{\cos \left(\pi x^{v}\right)-1}{\pi x^{\nu-1 / 2}} \cos (2 \pi x y) d x \sim c_{6} y^{-3 / 2} \sin \left(\pi c_{7}\left(y^{v /(v-1)}-c_{8}\right)\right) \text { as } y \rightarrow \infty .
$$

To complete the argument one proceeds as in the proof of Theorem 2.
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